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#s0lo10 Word Cloud

Word cloud of tweets from Science Online 2010,
generated using Wordle (http://wordle.net).
https://www.flickr.com/photos/sjcockell/4963334783

transmlt

""'hﬂh" last Many spmeone al mpﬂlm COMMEN
hitp//bitly/arzu3  UPSIIEAm students

hrrp: bitly/ccizsm links shown bl'l]gs diseussion journalists l‘E‘ﬂd

info 5 oy
i great at € S,
raadf-rs scientific u St mﬂ bloggl r:g mﬂl't]a!f}ﬁ
mﬂm v SESS10IV-s

Fm ]Ilﬂk{:‘ rohbins

mﬁg}lﬂ: pmmm e hopepdf l]bllC vitlen oy peop e panf] talking =t hack "““““mdm

work twitter A Sournalism s gOOd lOIldOHIhl
m:gk%%veﬂllgﬁs l nline pe 2 ees i 1y blog

much I‘ESEB.PC “mﬁnmﬂrﬁmu
sharing publishing journals everyﬁne
MEAn grjentist ertlllg media hashtag mterestlng day

audience SC€ live

useful o need tweets

insult usin
well want mm[mg e o 3]1}? y{]gl(}ggﬁl‘s

li
i library COMMENLS


https://www.flickr.com/photos/tags/solo10
http://wordle.net/
https://www.flickr.com/photos/sjcockell/4963334783

How Is it tokenizing?
What tokens is it excluding?
Can | differentiate nouns, verbs, and adjectives?

Can | combine tokens with the same root word In
a meaningful way?

Which tokens are unique for this corpus?
Can | see atoken used in context?
How will this scale to larger amounts of text?

Can | cluster words by their use?



SAMPLE DATASET

o &
Get Reddit Premium

piscussion [D] I find a post in Quora (whether Al is statistics or not) from a PhD who says: "Traditional statistical
approach is naive, based on uneducated assumptions, constricted to outdated methods". Is there truth to this

argument?  (seifstatistics) Py
submitted 1 day ago by Dolacs StatIStlcs
53 comments share save hide report m 83,947 readers
piscussion [D] Bayesian, what prior distribution are you using to model your current problem? (seirstatistics) 137 users here now
subrr 23 hours ago * by kevincoeccee This is a subreddit for the discussion of statistical
16 comments share save hide report theory, software and application. |
question [Q] If you know both R and SAS and both are available for a project, why would you pick SAS? (seirstatistics) Guidelines:
submitted 1 day ago by hurhurdedur

1. All Posts Require One of the Following
Tags in the Post Title! If you do not flag
your post, automoderator will delete it:

81 comments share save hide report

question [Q] How to measure/predict volatility of a time series? (seirstatistics)

submitted 20 hours ago by orgad Tag Abbreviation
2 comments share save hide report

i y [Research] [R]
Here's the problem: [Software] [s]
We have an entity, and entity can switch ownership. The data can be seen as a time series of events (i.e. [Question] [Q]
ownership change). Of course, events are labeled with epoch time. [Discussion] o]
So intuitively, we have two features that can help us measure volatility. That is, [Education] [E]
+ number of changes over time [Career] [c]
* the time difference between changes [Meta] M
It is worth mentioning that the time series can be very small (2-3 events) - I'm not dealing with high volumed data 2. This is not a subreddit for homework
here questions. They will be swiftly removed,
: so don't waste your time! Please kindly
I'm looking for a way to score "how stable is the entity is". Maybe even a way to answer the question: "what's the post those over at: r/homeworkhelp.
probability that a new event will occur in X days”. Thank you.
. X ) k . X 3. Please try to keep submissions on topic
I'd be glad if you could suggest me ideas / directions / relevant reading materials. and of high guality.
Thanks! 4. Just because it has a statistic in it doesn't
\ J make it statistics. |

. . y , . , 5. M di t
piscussion [Discussion]Hello + 'Ideal Average' and 'Abstract Mean' | a;l‘:;;& forme of content.
submitted 1 day ago by scherado

8 comments share save hide report 6. as:zgazs?vv:mut;;\;raaﬁr accounts will he.

question [Q] If you drive every day for 1000 days, what is your chance of dying in a car crash during that time? Related subreddits:
(self.statistic rfaskstatistics
[r/blostatistics
rfmachinelearning
r/probabilitytheory
rfrstats
rfeconometrics
rf/dataisbeautiful
risas/

) 1y tropicalsadness
3 comments share save hide report

question [Question] Best calculator for specifically undergrad Sociological Statistics? (seistatistics)
subrr 1 1 day ago by PM_ME_MY_JUNG_TYPE

10 comments share save hide report

Post titles and text from
the r/statistics and
rlaskstatistics
communities on reddit
from December 2015 —
March 20109.

30,693 total posts.

61% from r/statistics
39% from r/askstatistics

RTI International | 4



TOKENIZATION

"Can anyone tell me what a p-value is?"

TOKE TION

[Can][anyone][tell ][me][what][a][p-value][ IS ][ ? ]

RTI International | 5



TOKEN ATTRIBUTES

Lemma: be
E POS: VERE
Prob: 0.0088




DATA PROCESSING & LEMMA STATISTICS

sample

Corpus English Corpus/Engllsh

manual NOUN FALSE 0.000009 0.000023 0.388
injure VERB FALSE 13 0.000004 0.000001 7.033
methods NOUN FALSE 58 0.000018 0.000277 0.063
irregular ADJ FALSE 12 0.000004 0.000015 0.243
forests  NOUN FALSE 10 0.000003 0.000016 0.193

n lemmas = 74,358



More Unique in Corpus —
P(Token | Corpus)+P(Token | English)

Statistics Subreddits - Lemma Statistics (n=5749)
Lemmas appearing at Least 10 times in Corpus
NOUN, ADJ, VERB

™

100k

10k

-
(=}
o
o

s
o
o

oy
o

0.1

0.01

0.001

s VERB
AD)
NOUN

Interactive
Visualization 1:
Exploring lemma
counts and
unigueness by parts
of speech

https://modern-text-exploration.netlify.com/token-statistics.html
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More Common in Corpus — RTI International | 8
Frequency(Token)


https://modern-text-exploration.netlify.com/token-statistics.html

WORD EMBEDDINGS

Word Embeddings

= |

advance [ For each word
advice | calculate a location in |
.. | vector space such that
I words that appear in I
similar contexts are
year I located near each I
wrong | other.

w+e. | I
| |

embedding size

more on word2vec: https://jalammar.qgithub.io/illustrated-word2vec/ RTI International | 9



https://jalammar.github.io/illustrated-word2vec/

WORD EMBEDDINGS &
DIMENSION REDUCTION

Word Embeddings
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2D Projection
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advance [ [0 Project an

aavice M|  n-dimensional space

down to 2 dimensions,

U MAP such that both local
and global structure is
year .. retained.
wrong ..
write ..

projection dimensions

RTI International | 10



MERGE PROJECTION BACK TO DATASET

sample

manual NOUN 0.934 0.734
injure VERB 0.723 0.222
methods NOUN 0.147 0.063
irregular ADJ 0.237 0.243

forests NOUN 0.717 0.182



Statistics Subreddits - word2vec UMAP (n=5428)
Corpus/English > 1; NOUNS, VERBS, AD)
Colored by Corpus/English Ratio

1

0.8

Interactive
Visualization 2:
Exploring projections
of word embeddings
from word2vec
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https://modern-text-exploration.netlify.com/w2v-umap.html
https://modern-text-exploration.netlify.com/w2v-umap.html
https://modern-text-exploration.netlify.com/w2v-umap.html

modern-text-exploration.netlify.com
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